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Abstract 

 

The article deals with the problem of fault diagnosis of mechanical systems. The traditional approach is based on the 

evaluation of the change of physical parameters of the system based on identification. Such an approach often fails due 

to various stochastic excitations of the system. This paper describes a different approach based on computational 

information entropy. Information entropy does not lead directly to the identification of physical parameters, but it can 

distinguish between the behaviour of the original system and the system with changed physical parameters due to some 

failure. Another advantage of information entropy is that it provides a single value for detecting changes in the physical 

parameters of a mechanical system. This approach is particularly advantageous for OMA (operational modal analysis) of 

elastic mechanical systems where the identification encounters the problem of knowing the excitation. 
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1. Introduction 

 

Structural health monitoring and fault detection are important tools in the modern approach to predictive maintenance. 

Structural damage to these structures can cause production losses, cause machinery failure or even injury to operators. 

There are many applicable methods for detecting and locating structural damage. However, the measurement procedure 

is usually complex, expensive sensors are required and often only local information about the structure is provided. 

Natural frequencies, natural modes and associated damping usually represent mechanical properties of the structure. 

There are several ways to predict and obtain these parameters. The usual way is to perform a modal analysis. The system 

is excited by some input (usually a hammer blow or a harmonic function with a certain frequency range or white noise). 

The response of the system is measured at several points, which requires the preparation of an experiment, the experiment 

itself is time consuming, and data processing follows. Unlike modal analysis, operational modal analysis does not use a 

specific system input. Excitation is provided by natural and ambient vibrations under its operating conditions (machine 

motors, external faults, etc.). The analysis requires long-term measurements but does not require expensive measuring 

equipment. A sufficient level of excitation of the structure is required. 

Traditional methods are based on mathematical analysis of modal parameters (natural frequencies, mode shapes and 

modal damping) [1], [2], [3], [4], [5]. These methods assume that structural damage affects the location/shape of modal 

parameters (usually natural frequencies, which can be easily obtained). As stated by Salawu [6], eigenfrequency analysis W
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inherently suffers from low sensitivity to change and requires at least a 5% change in the locations of the eigenfrequencies 

to effectively detect the occurrence of damage. Mode shape analysis shows better sensitivity to damage but is still subject 

to noise generated by ambient frequency generators (e.g. wind, cars, etc.), leading to many false positives [7]. Mode 

shapes are also difficult to detect in large structures and are dependent on the number and location of vibration sensors 

[8]. Modern vibration analysis methods use frequency response function (FRF) usually in conjunction with principal 

component analysis (PCA), deep principal component analysis (DPCA) [9] using deep learning models and artificial 

neural networks (ANN) [10], [11], [12], [13], [14]. While PCA-ANN methods are effective in detecting even small 

structural damage with good accuracy in a noise-free/very low noise environment (less than 2\% [15] or less than 5\% 

[13] noise), they still fall short of accuracy when significant noise is added to the input data [16]. These methods are also 

complex and require many adjustments regarding the number of principal components (PCs) of the FRF (or FRF 

adjustment using cepstrum [17], [18]) that are chosen as input to the ANN, and optimization of the parameters of the 

ANN itself. State space reconstruction using multi-scale analysis is presented in [19]. 

This paragraph describes the cross-entropy approach [20], which includes a wide range of methods as presented in 

[21]. In [22], [23], [24], cross-entropy is applied to the measured signal but with a different state indicator for further 

evaluation. Eigenmode evaluation with cross-entropy support in [25], [26] performs multi-point measurements. The 

papers [27], [28], [29] uses cross entropy in data processing with the following optimization. Our research, unlike those 

papers, uses the behaviour of cross-entropy as a direct indicator of structural change. 

Our work presents an operational method inspired by modal analysis that seeks frequency change to indicate structural 

changes. The presented method based on cumulative cross-entropy slope comparison clearly distinguishes between the 

original and the altered structure, even with very low signal-to-noise ratio. The method is applied to the one mass system 

with its eigenfrequency alteration. 

 

2. Problem formulation 

 

Typical measurement of mechanical system is usually subject to error due to noise in the signal. Frequency analysis 

of such a signal has the problem of correctly determining the eigenfrequencies. Let’s introduce one-mass one degree of 

freedom system with known eigenfrequency. The system is excited by random signal. 

The mechanical system on the Error! Reference source not found. has mass m, spring stiffness k and external force 

F exciting the system. The excitation force brings disturbance into the system. It is chaotic, noisy signal characterised as 

white noise. Measured, output signal is mass position. The system has prescribed eigenfrequency  and mass m, the 

spring stiffness is than obtained using (1).  

 

 
 

Fig. 1. One-mass model 

 

k = mω2 (1) 

 

Example of input signal and its frequency spectrum is presented in the  

Fig. 2. Such a signal could represent a chaotic excitation of the system, being suitable for operational modal analysis. 
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Fig. 2. Input signal - white noise and its frequency spectrum 

 

For mass equal to 1 kg and eigenfrequency at 3 Hz the system response to white noise input signal from  

Fig. 2 is shown in the Fig. 3. 

 

 
 

Fig. 3. Signal output - time behaviour and its frequency spectra with detail nearby eigenfrequency 

 

The system output frequency analysis is depicted in the Fig. 3 at the bottom. On the left the overall spectra is shown, 

on the right the zoom in the surrounding of eigenfrequency is depicted. It is obvious that frequency analysis does not 

match the correct value. This problem is going to be overcome our entropy based diagnostics approach. 

 

3. Proposed method 

 

The proposed diagnostic method belongs to the group of operational modal analysis methods. The measured data are 

pre-processed using normalization to emphasis the peak frequencies in the signal, the data are averaged from more 

measurements and finally compared with reference data using cross entropy function. The whole procedure is shown in 

the Fig. 4. 
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Fig. 4. Proposed method workflow 

 

The individual measured signals are first normalized by z-scores in the time domain, followed by conversion to the 

frequency domain - power spectral density calculation with window function. This is followed by averaging of N 

measurements, which could be called “one day” data. The obtained signal is z-score normalized, then the linear trend is 

removed from the signal and finally all negative values are set to zero. So called binarization is performed in the next 

step. Every bs adjacent frequencies are averaged into one value – so called bin. Then the ps highest values are taken for 

further investigation, the rest is zero. The last, but important operation is performed – the softmax normalization, see (2). 

 

s =
esignal

∑𝑒𝑠𝑖𝑔𝑛𝑎𝑙
 (2) 

 

Variable signal in (2) represents the frequency behaviour of peaks in binarized spectra, variable s represents its 

softmax normalization behaviour. Obtained data could enter two following phases. At first, the training phase, where the 

reference data set is obtained, created by Ntrain softmax spectra averaged data (aref). At second follows the testing phase, 

where the actual data set is created by Ntest softmax spectra averaged data (aj). Then the cross-entropy is evaluated. 

 

Hj = − ∑ 𝑎𝑟𝑒𝑓(𝑖) log 𝑎𝑗(𝑖)

𝑁𝑏𝑖𝑛

𝑖=1

 (3) 

 

The cross-entropy value Hj is obtained by summarizing the values in (3) over the number of binarization points Nbin. 

Cumulative cross-entropy behaviour is created by adding the actual cross-entropy value to previous cumulative cross-

entropy value. Relative damage severity factor di is evaluated as a comparison of cumulative cross-entropy slopes i, 

with 1 corresponding to slope of training data, see (4). 

 

𝑑𝛼𝑖 =
αi − α1
α1

 (4) 

  

4. Method application 

 

The one mass system is subject to white noise excitation. The system has prescribed eigenfrequency equals to 3 Hz. 

The training is performed and follows the testing phase. At certain point, the eigenfrequency is changed to 3.01 Hz and 

finally follows the change to 3.02 Hz, imitating the structural changes. 
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Fig. 5. Frequency responce for different system eigenfrequency, four signals averaged  

 

Fig. 5 shows the problem of eigenfrequency recognition. In this case, all signals are averaged from four measurements. 

The eigenfrequency at 3.02 Hz is recognized clearly, 3 Hz and 3.01 Hz are hard to determine. Approach, we are 

presenting, uses method of signal averaging together with presented normalization and cross-entropy measure to clearly 

distinguish between the original system behaviour and altered structure behaviour. 

 

N bs ps Ntrain Ntest NCCE 

2 1 10 4 1 1 

 

Table 1. Procedure parameters settings 

 

The procedure settings are presented in the  

Table 1. There are two signals averaged for so called one day measurement (see Fig. 4), binarization is unapplied, 

maximal number of selected peaks is 10, training phase is performed over four ‘day’ measurements and testing is 

evaluated at every “day” measurement. Slope is calculated from one adjacent (previous) point. 

 

 
 

Fig. 6. Cross entropy and cumulative cross entropy behaviour 

 

There is performed 8 training simulations with system 3 Hz eigenfrequency and 12 testing simulations. First four 

testing simulations are with system eigenfrequency at 3 Hz, next four simulations with system eigenfrequency 3.01 Hz 

and last four simulations with system eigenfrequency 3.02 Hz. The Fig. 6 shows on the left cross entropy behaviour, at 

fist for data from training signals, followed by the testing data. Cross entropy with altered system eigenfrequency shows 

much higher values than original system cross entropy evaluation. On the right of Fig. 6 is presented cumulative cross 

entropy behaviour. It is obvious, that slope with original system differs considerably in comparison to the slope of system 

with altered eigenfrequency. 
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Fig. 7. Relative damage severity factor behaviour 

 

Relative damage severity factor in Fig. 7 is the indicator of mechanical structure condition. There is obvious value 

difference between the sixth and seventh evaluated measurement “day”. 

 

5. Conclusion 

 

In this paper, the problem of fault diagnosis of mechanical systems based on the evaluation of the identified change 

of physical parameters of the model of the investigated mechanical system was first described. Then, an alternative 

approach based on computational information entropy was presented and evaluated. This alternative approach allowed to 

perform successful fault diagnosis. The whole problem was demonstrated on a very simple example of a one-mass system. 

These results can be interpreted by the hypothesis: the quality of the measured signals does not allow to make a 

successful identification of the model of the investigated mechanical system. However, the information content in the 

measured signals is sufficient to detect this change, i.e., the information about the change in the mechanical system is 

strong enough for fault diagnosis. 

This hypothesis will be further investigated and validated in future research. The current study is performed on a 

simple system; application to a more complex structure would require more data to properly evaluate the state of the 

system. 
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