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Abstract 

 
Emotions are people's reactions to certain stimuli. Most common way to detect an emotion is by facial expression analysis. 
Machine learning algorithms combined with other artificial intelligence techniques have been developed in order to 
identify expressions found in images and videos. Support Vector Machines, along with Haar Cascade classifiers can be 
used for efficient emotion recognition. OpenCV, an open-source library for machine learning, makes it possible to develop 
computer-vision applications. Cognitive Services is a free set of APIs which easily integrate artificial intelligence in 
applications. In this paper a comparison between two implementations of Emotion Recognition algorithms, namely SVM 
and Cognitive Services API, was carried out to compare their performance. For this research, 500 tests were performed 
per experiment. The SVM implementation in OpenCV obtained the best performance, with an 84% accuracy, which can 
be boosted by increasing the sample size per emotion. 

 

Keywords: Support Vector Machine; OpenCV; Cognitive Services; Face Detection; Emotion Recognition; Haar 

Cascades 

 

 

1. Introduction 

 

Facial emotion detection can be defined as the process of recognizing the feeling that a person is expressing at a 

particular moment. Potential applications of emotion recognition include the improvement of student engagement [1], the 

built of smart health environments [2], the analysis of customers’ feedback [3], and the evaluation of quality in children’s 

games [4], among others. Face recognition within multimedia elements, such as images and videos, has been one of the 

challenges in the artificial intelligence field. Several powerful techniques have been examined exhaustively in the search 

of performance and accuracy improvement, for instance, Convolutional Neural Networks (CNN) [5], Deep Belief 

Networks (DBN) [6], and Support Vector Machines (SVM) [7], just to name a few. CNN and DBN are deep learning 

techniques. Deep Learning is a novel area of research in machine learning which focuses on learning high-level 

representations and abstractions of data, such as images, sound, and text by using hierarchical architectures, including 

neural networks, convolution networks, belief networks, and recurrent neural networks in several artificial intelligence 

areas, some of which are image classification [8], speech recognition [9], handwriting recognition [10], computer vision 

[11], and natural language processing [12]. 
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Identifying the sentiment expressed by a person is one of the outcomes after achieving face detection. Recent research 

[13] has proven that emotion recognition can be accomplished by implementing machine learning and artificial 

intelligence algorithms. To assist in this task, several open-source libraries and packages, being OpenCV, TensorFlow, 

Theano, Caffe and the Microsoft Cognitive Toolkit (CNTK) some of the most notorious examples, cut down the process 

of building deep-learning-based algorithms and applications. Emotions such as anger, disgust, happiness, surprise, and 

neutrality can be detected. 

The aim of this paper is to compare the performance of two emotion-recognition implementations from video sources. 

The first one is a Python-based application which uses OpenCV libraries with Support Vector Machine. The second 

implementation is a C# application which sends requests to the Emotion recognition API from Cognitive Services. 8000 

facial expressions from the Radboud Faces Database were examined in different phases of the experiments for training 

and evaluation purposes. 

This paper is organized as follows. Background information introducing emotion recognition, Support Vector 

Machines, OpenCV, Cognitive Services, and the Radboud Faces Database is presented firstly. Afterwards, the problem 

solution is described by explaining the methods and methodology that were used for this comparison. Evaluation results 

are shown subsequently. Finally, conclusions are discussed at the final section of the paper. 

 

2. Background information 

 

2.1. Emotion recognition 

 

Emotions are strong feelings about people’s situations and relationships with others. Most of the time, humans show 

how they feel by using facial expressions. Speech, gestures, and actions are also used to describe a person’s current state. 

Emotion recognition can be defined as the process of detecting the feeling expressed by humans from their facial 

expressions, such as anger, happiness, sadness, deceitfulness, and others. Even though a person can automatically identify 

facial emotions, machine learning algorithms have been developed for this purpose. Emotions play a key role in decision-

making and human-behaviour, as many actions are determined by how a person feels at some point. 

Typically, these algorithms use either a picture or a video (which can be considered as a set of images) as input, then 

they proceed to detect and focus their attention on a face and finally, specific points and regions of the face are analysed 

in order to detect the affective state. Machine Learning algorithms, methods and techniques can be applied to detect 

emotions from a picture or video. For instance, a deep learning neural network can perform effective human activity 

recognition with the aid of smartphone sensors [14]. Moreover, a classification of facial expressions based on Support 

Vector Machines was developed for spontaneous behaviour analysis [15]. 

 

2.2. Support Vector Machines 

 

Support Vector Machines were introduced [16] as a technique aimed to solve binary classification problems; due to 

their solid theoretical fundaments, SVMs have been used to answer regression, clustering and multi-classification tasks 

[17] along with practical applications in several fields, including computer vision [18], text classification [19], and natural 

language processing [20], among others. It can be defined as a discriminative classifier which works with labelled training 

data to output an optimal hyperplane used to categorize new examples. 

While several learning techniques focus on minimizing the error rate generated by the model based on the training 

samples, SVMs attempt to minimize the so-called structural risk. The idea is to choose a separation hyperplane which is 

equidistant from the nearest examples of each class in order to obtain a maximum margin from each side of the hyperplane. 

Furthermore, when defining the hyperplane, only those training samples which are near the border of these margins are 

considered. These examples are known as support vectors. From a practical point of view, the maximum margin 

separating hyperplane has demonstrated to achieve a good generalization capacity, thus avoiding the overfitting of the 

training set. 

 

Given a set of separable samples S = {(x1, y1), …, (xn, yn)}, where xi ∈ ℝd and yi ∈ {+1, –1}, a separation hyperplane, 

as shown in Fig. 1, can be defined as a linear function capable of split both sets without errors, according to (1), where w 

and b are real coefficients. 

 

𝐷(𝑥) = (𝑤1𝑥1 + ⋯ + 𝑤𝑑𝑥𝑑) + 𝑏 = < 𝑤, 𝑥 > +𝑏   (1) 

 

The separation hyperplane meets the constraints expressed in (2) for all xi from the examples set.  

 

{
< 𝑤, 𝑥𝑖 > +𝑏 ≥ 0       𝑖𝑓       𝑦𝑖 = +1                     
< 𝑤, 𝑥𝑖 > +𝑏 ≤ 0       𝑖𝑓       𝑦𝑖 = −1, 𝑖 = 1, … , 𝑛

 (2) 
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Fig. 1. Separation hyperplane in a bidimentional space from a set of examples separable in two classes 

 

2.3. OpenCV 

 

OpenCV [21] is a free, yet powerful, open-source library developed by Intel Corporation which has been widely used 

in computer vision and machine learning tasks, such as image processing, real-time image recognition, and face detection. 

With more than 2500 optimized algorithms included, this library has been extensively used for research and commercial 

applications from both global and small entrepreneurs. OpenCV contains an optimized set of libraries written in C 

language, with bindings to other languages and technologies, including Python, Android, iOS, and CUDA (for GPU fast 

processing), and wrappers in other languages, such as C#, Perl, Haskell, and others. Moreover, it works under Windows 

and Linux. 

 

2.4. Cognitive Services 

 

Cognitive Services [22] are a set of machine learning algorithms developed by Microsoft which are able to solve 

artificial intelligence problems in several fields, such as computer vision, speech recognition, natural language processing, 

machine learning search, and recommendation systems, among others. These algorithms can be consumed through 

Representational State Transfer (REST) calls over an Internet connection, allowing developers to use artificial intelligence 

research to solve problems. These services are open-source and can be consumed by many programming languages, 

including C#, PHP, Java, Python, and implemented in desktop, mobile, console, and web applications. 

The Computer Vision API of Cognitive Services provides access to machine learning algorithms capable of 

performing image processing tasks. Either an image stream is uploaded or an image URL is specified to the service so 

the content can be analyzed for label tagging, image categorization, face detection, color extraction, text detection, and 

emotion recognition. Video is also supported as input. The Emotion API analyses the sentiment of a person in an image 

or video and returns the confidence level for eight emotions mostly understood by a facial expression, including anger, 

contempt, disgust, fear, happiness, neutrality, sadness and surprise. 

 

2.5. The Radboud Faces Database 

 

The Radboud Faces Database (RaFD) [23] is a high-quality set of pictures of 67 models (between male, female, 

Caucasian, Moroccan, children and adults) displaying 8 emotional expressions (anger, disgust, fear, happiness, sadness, 

surprise, contempt, and neutrality) in which each emotion was shown looking to three directions (left, front, and right), 

with five camera angles, as presented in Fig. 2. In total, the database contains 28709 faces. This initiative by the 

Behavioural Science Institute of the Radboud University Nijmegen is available for research purposes upon request. 

 

 
 

Fig. 2. Sample images from the RaFD 
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3. Methods and Methodology 

 

The objective of this experiment is to compare the performance of a couple of emotion-recognition implementations 

in video. The first analysis (Experiment A) is a Python-based application which makes use of the OpenCV machine 

learning algorithms combined with Support Vector Machines for facial and emotion detection. The second study 

(Experiment B) is a C# mobile application which sends requests to a Cognitive Services API for emotion detection. In 

both cases, the Radboud Faces Database was used as input for the analysis.  

For Experiment A, 8000 high resolution sequences which actually show a relevant expression, i.e. from a neutral 

feeling to the emotion itself, with 1000 images per emotion were taken into consideration. First step is then to obtain both 

the neutral and emotional faces. From this subset, OpenCV library is used to detect the face on each picture by using a 

custom Haar-filter. A successful object detection is possible because of the Haar feature-based cascade classifiers 

proposed in [24], which is an approach based on machine learning which involves a training from both positive and 

negative images, i.e. pictures with faces and without them, respectively. OpenCV already includes several Haar-filter 

libraries. Thereafter, all images were standardized by converting them to grayscale and resized to the same dimensions, 

an array of 48x48 grey-scale images. A Support Vector Machine was used in the training process of the classifier, 

consisting of the implementation of a non-linear support vector classification model with kernel radial basis function. The 

training process consists of getting the characteristics of each face along with the labelled emotion expressed by the 

person. Then, evaluation of the classifier proceeds by comparing the outcome of its predict function of each face with the 

actual labelled emotion. Fig. 2 presents the output of a video analysis of this experiment. 

 

 
Fig. 3. Analysis of emotions detected on a video by the SVM implementation with OpenCV. 

 

Experiment B starts with the 8000 images obtained from the dataset. 10 random groups consisting each of 500 

sequences were generated for evaluation purposes. For each test, every video was submitted to the Cognitive Services 

API for its evaluation. A C# mobile application was developed with Xamarin cross-platform technology in order to 

execute this experiment. The service returns the information in a JSON-based format, containing the score for each 

emotion. The highest score means the facial expression detected by the service, and this result was compared with the 

actual labelled emotion for evaluation purposes. Fig. 4 shows the application developed in C# for this experiment. It 

extracts a picture from a video stream, then finds a face on it and finally sends a request to the service in order to detect 

the emotions expressed by the person. The analysis is performed by the Emotion Cognitive Service Video API. 

 

 
 

Fig. 4. Analysis of emotions detected on a video by the Emotion Cognitive Service. 
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4. Results 

 

After running each of the 10 tests from Experiment A, the results which are presented in Table 1 were obtained. An 

average of 84.02 % correct predictions was calculated as an outcome. Likewise, Table 2 illustrates the outcome of each 

test in Experiment B. As a result, a 68.93 % average efficiency was accomplished after running 10 tests of this 

implementation.  

 

Test Number Correct predictions (%) Incorrect predictions (%) 

1 405 (81.00 %) 95 (19.00 %) 

2 430 (86.00 %) 70 (14.00 %) 

3 407 (81.40 %) 93 (18.60 %) 
4 416 (83.20 %) 84 (16.80 %) 

5 429 (85.80 %) 71 (14.20 %) 

6 428 (85.60 %) 72 (14.40 %) 

7 410 (82.00 %) 90 (18.00 %) 

8 426 (85.20 %) 74 (14.80 %) 

9 418 (83.60 %) 82 (16.40 %) 

10 432 (86.40 %) 68 (13.60 %) 

 

Table 1. Evaluation results from Experiment A 

 

 

Test Number Correct predictions (%) Incorrect predictions (%) 

1 339 (67.93%) 161 (32.06%) 

2 362 (72.51%) 138 (27.48%) 

3 328 (65.64%) 172 (34.35%) 

4 347 (69.46%) 153 (30.53%) 

5 336 (67.17%) 164 (32.82%) 

6 343 (68.70%) 157 (31.29%) 

7 362 (72.51%) 138 (27.48%) 

8 355 (70.99%) 145 (29.00%) 

9 321 (64.12%) 179 (35.87%) 

10 351 (70.22%) 149 (29.77%) 

 

Table 2. Evaluation results from Experiment B 

 

The findings of the experiments show that the Python-based implementation in OpenCV with Support Vector 

Machines returned a higher accuracy than the Cognitive Services implementation in C# by approximately a 15% 

difference. Minor mistakes occurred in Experiment A when trying to predict emotions that are similar, particularly fear 

and contempt, which were wrongly classified as sadness and neutral, respectively. Likewise, a neutral face most of the 

time was identified as a sad face. 

 

This behaviour was also found in Experiment B, in which neutral emotions were spotted as either contempt or sadness; 

taking a look at the scores obtained by the Cognitive Services API, a minimal difference between the incorrect predicted 

emotion and the real one was detected. Thus, in most cases, the second-best prediction was correct. However, for 

evaluation purposes of this experiment, this incorrect assumption was considered as a failure.  

 

5. Conclusions 

 

The objective of this experiment was to compare the performance of a couple of different implementations of emotion-

recognition applications in faces from videos by using OpenCV and Support Vector Machines in the first case, while 

considering a C#-based solution which sends requests to a Cognitive Services API for Emotion detection in video for the 

second solution. 

 

While the first implementation got the best results, the performance could be improved by increasing the sample size 

of those emotions with few faces, so the training phase gets benefited. Future research will include emotion recognition 

in faces performed by Deep Learning techniques, including Convolutional Neural Networks and Deep Belief Networks 

to name a few, which while more complex, are also more suitable for difficult tasks in terms of both performance and 

computational time. 
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